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Abstract: In this paper, we present a distributed map data delivery system which can be used to distribute spatial map date to remote users through different networks. The system takes full advantage of the characteristics of the spatial map data, such as huge ocean size, multi-scales, universality, discrete distribution, sharing, adaptiveness, heterogeneous and expansive features. The paper firstly defines spatial map data, associated metadata and graphic form network resource nodes. Then,the relations between map data and network resources are established. After giving formalized definition to the whole system, we present map data dissemination framework and a series of essential distributed CORBA services, conditions input methods based on three querying conditions. The system is implemented in the basis of metadata integrated querying service and map data route-pointed service. Compared with FTP and Direct Copy, the results show that our system can delivery spatial map data more effectively. The transfer performances of CORBA services mode is almost equal to direct copy, obviously better than FTP evidently. The system can approaches the biggest transfer rate more quickly but dependents on data amount weakly.
Key Words: network; network services; CORBA;spatial map data; metadata; data dissemination
The main function of MDND system is dissemination of Spatial Map Data (SMD) to remote users under network environment. The SMD data can reflect the real 3-D space, including imagery, DEM, vector map data, etc., and have some characteristics of such as storage in distributed form, high precision, mass data, multi-scale, which is suitable to be applied in the network environment with distributed, sharing, self-adapting, heterogeneous and expansive features[1]. Meanwhile, the network has become the main means for getting SMD data in today and future. The statistics data in developed countries indicates that more than   half information query is correlative to spatial information. However, due to limited resources and technical means, the service in our country is in a relatively lower level. In the process of SMD dissemination, the metadata is used to represent the data content, quality and other relative information[2], which is necessary for data positioning and navigation in distributed environment.

1. SMD Resources in Network Environment
Definition 1: Network Resources (NR) is defined as a relax Graph, G= (N,A), where N is the network nodes set; and A is the connections set between nodes. |N|=n
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 is the nodes number, and the node of number i is represented by n
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is the weight of node representing the time cost for searching n
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. |A|=m is the sides number, and the side of number i is represented by arc
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, and the W-arc
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is the weight of side representing the time cost for searching arc
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. According to the data types, N is classified as resource nodes (N
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) and information nodes (N
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)[3], where N
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represents the nodes where SMD resource are stored and N
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 represents information nodes where the metadata are stored. The node in the G can be divided into two types. 

Definition 2: R stands for network resources (NR), and |R| represents the resources number. We define the relation between resources (r) and resources nodes (n
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) as In(n
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. In（ n
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，r）=1 represents resource (r) is on the resource node n
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 and otherwise In（n
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，r）=0.

Definition 3: According to data types, M-Set including SMD Metadata have been classified to six classes such as MRas、MIma、MVec、MEle、MBen、MGeo, which present the metadata of raster, image, vector, elevation, benchmark and geodesy orderly. Simply they are presented as M
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.For example, M
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 represents MVec. 

We define content entity and element Set as follows:

	M
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 ={SRas (k,r), SIma (k,r), SVec (k,r), SEle(k,r), SBen(k,r)，SGeo (k,r)}   
	    (1)


For example: SVec (k,r) represents the element r of entity k in MVec , and both of k and r can be used as query parameters to locate data node. M-Set is a three-class-table logically.

Definition 4: Define Metadata base M-DB as follows:

	BM={BRas, BIma, BVec, BEle,BBen, BGeo }
	    (2)


Sub databases of BM are denoted as B
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, and is correspondent to M
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. For example, B
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represents BVec composed by MVec. B
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can be defined as follows:
	B
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B
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is comprised of M
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 and data dictionary B
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. The database establishment rules are denoted as C
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. Here, B
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is relative to comparison table of data, comparison table of data field, and other tables.

Definition 5: The relationship between metadata set , metadata-base and information nodes n
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: logically, Set (B
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) including one  or several B
[image: image43.wmf]i

M

 is defined as a network information node n
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 EMBED Equation.DSMT4  [image: image45.wmf]Î

Nr, here In（n
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，r）=1, and r= Set (B
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2. The Design for CORBA Distributed Service

Due to the characteristics of mass data and high precision, universality and discrete distribution, and complexity for display algorithm, SMD is difficult to be processed in real time. Reference [4] has analyzed P2P network technology which is suitable to the scenario of scarce resource. Reference [5] studies data sharing and visualization based on ActiveX and Dcom, and implements display MapCtrl.ocx. The disadvantages are clear that the performances are attenuation rapidly for mass SMD, and the system is related with platform and browser strongly. Reference [6] gives out a JAVA network map display engine, which is difficult to support complex SMD computation with lower efficiency and bad compatibility. Reference [7] presents a method for implementing data sharing by using WebService frame, which is not easy to develop for strong independent on Web servers such as Apache, IIS. The disadvantages above technologies include that:

· It is not enough to support complex SMD computation and high discrete distribution of universal resources.

· It is not enough to support display demands including virtual computation, 3-D visualization in SMD dissemination.

· The efficiency for software resources repetitive use is lower, because some individual algorithms including watermarking, data encryption and compression algorithm are difficult to be integrated effectively in system to decrease the costs.

We have constructed an experimental MDND system based on CORBA. We selected CORBA Visibroker for dissemination experiment from existing application platforms according to the mature, application instances, and the advantages in language integration and operational system independence[8]. We provided pre-displayed data for user identifying by large mount of computation for object data located in remote nodes, and implemented SMD resource locating exactly, and fulfilled remote SMD data acquisition by three metadata index conditions, and resolved the key technical difficulties of multiplex SMD data types and high computation costs in dissemination.

2.1 MDND and distribution services

According to the description method for entity and relationship, define them of MDND, D=（E，R
[image: image48.wmf]'

）, as follows:

Definition 6: The entity of MDND is a five-elements set: 

	E={U，BM ，B，c，s}
	(4)


Where:

U、BM 、B、c、s stand respectively for data dissemination users, metadata bases, SMD bases, query conditions, and CORBA services.

Definition 7: The relation in MDND is R
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= { R
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, 1≤i≤6}, R
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 represents the all relations within entities. How to design the correlative services depends on MDND entity relations. For one entity relation, if you want to design one or more effective support services, the efficiency should be considered firstly. If the services are designed too detailed, the efficiency will be lower; otherwise, if they are designed too wide, the pertinence will be lost. Several entity relations and correspondent support services are designed as Tab.1 based on the experiments.  

Tab.1 Correspondent relation table for entity relation and distributed services

	R
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	Entity relation
	Relation meaning
	IDL definition for CORBA Services
	Service content

	R
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	(U, c)
	query term input
	S1:UserManagment()

S2:IORService() 
	user management service

IOR service

	R
[image: image54.wmf]2

sub


	(c, BM)
	query term into metadata base
	S3:Metalocate()
	searching service metadata base 

	R
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	(BM, s)
	distributed services supporting metadata bases
	S4:RightPro()

S5:MetaDataQuery() 

S6:MetaDataGet() 
	data authorization service 

metadata contents searching service

metadata acquisition service

	R
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	(BM, B)
	locating SMD base with metadata
	S7:Maplocate()
	SMD route pointing service

	R
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	(B, s)
	distributed services supporting SMD bases
	S4: RightPro()

S8:DataQuery() 

S9:DataPreDisplay()

S10:DataGet()
	SMD contents searching service

SMD Pre-display and confirming service

SMD data acquisition service

	R
[image: image58.wmf]6

sub


	(U, B)
	downloading SMD data  from data bases
	S11:DailyRecord() 
	log service


It should be pointed out that the given services S3-S10 (S4 exception) are pseudo services, which must be changed to different service contents for different data types. For example, the vector data based on the MVec and BVec is one service set of IDL description where there is a hidden temporal sequence relation within services. In network application, one operation course includes several services complied with certain rules 
[image: image59.wmf][9]

. The combination of some dissemination services is defined as NSJ (Network Service Job). The sequence from S1 to S11 reflects SMD data dissemination flow with a NSJ.
2.2 The dissemination system architecture based on distributed services
The dissemination system architecture based on CORBA ORB is shown as Fig.1:
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Fig.1 CORBA services distribution chart in MDND

In this paper, we design 11 services deployed in client ends, metadata servers and SMD servers (maybe more than one). Here, only some main data operation services, not all such as correlative security services, are given, which can reflect dissemination flow. Metadata and SMD are distributed in server ends. For SMD, it is logically comprised of several bases according to the data types. The SMD Data operation services include data query, pre-display, and acquisition of S8-S10 and authorized service S4. Moreover, without direct relations with network for series of complex algorithms, such as watermark embedding, data encryption, data compression, so there are not correspondent services presented. For metadata, similar to SMD, it is supported mainly by the data query service S5, the acquisition service S6 and the authorization S4. 

The client end shows the full dissemination flow including demands logical presentation, data de-compression and de-encryption, watermark detection, pre-display and display of metadata and SMD, user and log management, etc. This paper has designed S1-S3、S7、S11 for user management, initialization service, metadata locating and log management.

3. MDND experiment and analysis

From user demands to object data, the several steps are as follows:

(1) Logical presentation for demands: There are three query methods related to R
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 for the correlative query condition 
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: ①interactive query based on catalog tree, 
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=map number. ②query on a visual map window, 
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=map number. ③blurry restriction condition query: results are gotten trough several logical computation for several M
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 (k, r). For example, 
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= (production unit=No.8) ∩ (map number=F20002785) is a restriction condition for query.

(2) Metadata and SMD retrieving services: compared with reference [10], in this paper we design the combining resource locating and searching algorithm: metadata centralization query service Metalocate () and SMD route pointing service Maplocate (). The procedure of searching resource r can be considered as a path in graph G from a start resource node n0 to the node n
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 where the resource exists, i.e., P=n
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, and In（n
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，r）=1. W-arc
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 is path weighted value, and W
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is the biggest value. The metadata information node N
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 is queried by the concentrated query mode, because metadata does not exist in all network nodes. We can locate N
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 by scanning the Hash Table built formerly. For each object node ｎ
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, we can check In（n
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，r）=1 or 0. If In（n
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，r）=1, it indicates that the correspondent node n
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is found, and therefore we can get a querying path P=n
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 and then obtain the contents of M
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. However, for disperse distributed resource node N
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, the Maplocate() is designed storing the all SMD routes in N
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 which are linked with object data. After having gotten M
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, we can locate the needed resource nodeｎ
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 easily, and obtain the final object data by another pointer query.

 (3) NSJ algorithms in MDND are as follows:

 SHAPE  \* MERGEFORMAT 



The communication between nodes and intelligent agents is implemented by ORB interior communication mechanism. Logically, each service run independently; physically, more than one can run at one node. After analyzing, the time complexity of algorithm is O（n• W
[image: image99.wmf]max

）under extreme condition.

In our experiment carried out this year, metadata and SMD server, which physically is the same server, were installed and linked with the intranet environment in Xi’an Jiaotong University. The client end was set in Xi’an Research Institute of Surveying and Mapping. MDND is an user interactive course. User accessing time costs mainly include the time for resources locating and data transmitting a part from user interactive time and independent computation time. In order to ensure precision, we measured the time indexes three times by different presentation methods, and then got the average value.

Fig.2 gives the transmitting performance comparison results between MDND and FTP. The below curve is FTP transmitting time, and the above one is the MDND time. The results show that: ① the data quantity obviously does not influence transmitting performance and the transmitting rates are independent to data capacity. ②MDND has better integrated transmitting performance than one of FTP. ③ MDND can reach the highest transferring rate in shorter time.
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 Fig. 2 Transfer performance comparison between MDND and FTP

We also carried out a comparison study on transmitting performance between MDND and direct copy. Here, we used four sheets of 1:50,000 vector map from Oracle database. The results are shown in Tab.2.① MDND can respond rapidly to locating network resources especially for S3 and S7 services. A few instable performance indexes indicate that the network is not very steady caused by the research institute intranet. ② generally, the MDND indexes are equivalent to direct copy method, but several indexes are little lower which are caused by time cost for resource assignment and data iteration computation.③ for mass image data bigger than 100MB, when iterating repeatedly, the transfer performance would attenuate obviously.

Tab. 2 Transfer performance comparison between MDND and COPY

	Map ID
	F20002378
	F20004765
	F20015632
	F20025634

	Map data (MB)
	19.0
	22.0
	17.9
	18.9

	S3:Metalocate() (ms)
	32
	15
	16
	16

	S7:Maplocate() (ms)
	16
	31
	16
	32

	S10:DataGet() (KB/s)
	573
	450
	498
	525

	Copy (KB/s)
	626
	513
	564
	567


4. Conclusion and future work

In this paper we study the hierarchy for MDND services based on CORBA ORB, and implement the SMD network dissemination. The results of transfer comparison experiments indicate that: 
① remote user can implement dissemination and acquisition of SMD conveniently after integrated SMD and network environment, which expands data application channel. ②the designed CORBA services have excellent performances in all aspects of dissemination such as metadata and SMD management, SMD locating and accessing, and SMD transmitting, etc. ③each user is able to access SMD data in real time only after operations of registration, authorization, request, download, configuration. ④the CORBA architecture with multi-point distribution and multi-layer hierarchy is better for expanding servers, services, SMD resources and overcoming many other systems’ disadvantage of bad expansibility. Furthermore, the system supports C++ environment, complex SMD computation and mass data.

In the future, we will study user dynamic customization technology and re-develop the ability on the existing system.
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NSJ (Network Services Job)（data type: MVec和BVec）


[Input] � EMBED Equation.DSMT4  ���, MVec和BVec


[Output] SMD


S2:IORService();   // Initialization service 


S1:UserManagment ();   //user management and authorization


Input Conditions (� EMBED Equation.DSMT4  ���);    // Query condition� EMBED Equation.DSMT4  ���


S3:Metalocate  (N� EMBED Equation.DSMT4  ���,� EMBED Equation.DSMT4  ���);  // Metadata in N� EMBED Equation.DSMT4  ���locating service


If (S4: RightPro ()) then


{   S5:MetaDataQuery();    // Metadata contents query service


S6:MetaDataGet();}     // Metadata acquisition service of Vector Map   }


S7:Maplocate (N� EMBED Equation.DSMT4  ���, M� EMBED Equation.3  ��� (k, r));   // N� EMBED Equation.DSMT4  ��� locating Based on Metadata 


If (S4: RightPro()) then


{   S8: DataQuery();              // Vector Map query service


     S9: DataPreDisplay();      //Pre-display and affirming service


S10: DataGet(); }            // Vector Map acquisition    }


S11: DailyRecord();             //log management
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